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Introduction
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ÅAccurateoutput powerpredictioniscrucialfor PVperformanceassessment
ÅPredictive models are required for data-analytic features of advancedPV

monitoring systems

Å System health state 
Å Failure diagnosis

Data-analytic featuresAdvanced PV system monitoring



Objective
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Developmentof an optimized location- and technology-independentpredictive
modelingmethodologyat minimum requirements

OutputInput

Å Features
Å Dataset split method
Å Dataset split partition
Å Filtering stages
ÅWeather conditions



Methodology ςApproach
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Methodology ςExperimental setup
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ÅRecordingof meteorologicalandPVoperationalmeasurements(IEC61724)
ÅMeasurementresolution1-secandrecordingintervals1-, 15-, 30- and60-min

UCY OTF ςNicosia, Cyprus
PV String level

GI OTF ςArizona, USA
PV Module level



Methodology ςData quality routines (DQRs)
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Å Identificationof repetitivedataandduplicates
Å Identificationof missingor erroneousdata,outliersandoutages
ÅCorrectionof erroneous/missingdatathroughdataimputationtechniques



Methodology ςData quality routines (DQRs)
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Methodology ςPredictive model selection
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Empirical 

Feed-Forward Neural Network (FFNN)

Machine Learning

MECHANISTIC PERFORMANCE Mh59[ ΨataΩ 



Methodology ςTrain model and test data

10

Dataset (1 year of hourly historical actual data)

GI Tmod RH WS Walpha AzS AlS Pmp

Measured Inputs Calculated InputsOutput

ÅContinuous 
ÅRandom

Å70:30% train and test set 
Å30:30% train and test set 
Å10:30% train and test set 



Results ςInput features (Machine Learning)
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ÅMachine learning model with measured and calculated features 

2 Inputs 4 Inputs 7 Inputs

nRMSE1.13% nRMSE0.93%

Best performance FFNN

Random      70:30% nRMSE1.18%

nRMSE1.33%

nRMSE1.12% nRMSE0.91%

Continuous 70:30% 
UCY OTF



Results ςOutput features (Machine Learning)
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ÅMachine learning model with measured and calculated features 

7 Inputs ςὖ output

nRMSE1.33% nRMSE0.93%

Best performance FFNN

nRMSE1.30% nRMSE0.91%

7 Inputs ςὖὙoutput

Random      70:30%

Continuous 70:30% 
UCY OTF

RandomςRecommended
datasetsplit method



Results ςInput features (Mechanistic)

13

Inputs:
ÅModule temperature (Ὕ ) 
ÅGlobal irradiance Ὃ
ÅWind speed (ὡὛ)

Requirements for optimal devised model: 
Å Irradiance Filter Ὃ ρππὡȾά )
Å Time Filter (08:00 Җ ¢ƛƳŜ Җ мтΥллύ

ÅMechanisticmodel with measuredand meaningful, orthogonal, robust and
normalizedfeatures


